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MSTP Auto-Addressing
Problem:
There is a need to be able to plug in MS/TP devices to a trunk and have them automatically be accepted into the token passing.  This is difficult, because in order to participate in the token passing, a device must have a MAC address.  However, a device cannot be assigned a MAC address without receiving a message, and it cannot receive the message because any potential sender would not know the device's MAC address.  Having the ability to perform auto-addressing of devices on the wire would eliminate the requirement for pre-addressing, and make installation and configuration much easier.

Proposed Solution:

This proposal describes a scheme for allowing devices to become accepted into the token passing of an existing trunk.  Because of the large installed base of devices that operate under the current rules, we want to avoid breaking any existing functionality.  Also, this should not be an undue burden on the trunk.  General requirements for any auto-addressing scheme are:
· Must be able to accommodate auto-addressed devices and older statically addressed devices on the same trunk.

· Must be able to accommodate both master and slave devices.

· Must not cause unnecessary overhead with extra messages

· Must not cause undue traffic on an existing network where no auto-addressing devices are being added – i.e., it should only be used when a new device needs to be addressed.

I propose a system using an Auto-Addressing Master node that maintains a list of addresses that are not being used and are available for Auto-Addressing nodes to use.  At periodic intervals the Auto-Addressing Master will send a broadcast message listing the addresses that are available to be used by Auto-Addressing nodes that need an address.  There can be only one auto-addressing master node on any MS/TP trunk.  There are no limits on the number of auto-addressing nodes on a trunk, nor any requirements on the number of statically addressed MS/TP nodes.
I propose to add three new states to the state machine, and four new message types.  This will allow for unambiguous determination of a new node's address.

The frame types to be added are:

· Available Addresses: sent by auto-addressing master to broadcast the list of available addresses to potential auto-addressing nodes.  This frame type has a data length of from 1 to 126 octets.  The contents of the data portion are a sequence of octets, equal to the addresses that are available for addresses of auto-addressing nodes.
· Request Address: sent by auto-addressing node to indicate a desire to be granted an address.  This frame has no data octets.  The requesting node uses the requested address as the source address of the frame.  The destination address of the frame is the address of the auto-addressing master node.  This is known because this frame is only generated in response to an Available Addresses frame.
· Repeat Address Request: sent by the auto-addressing master to indicate that an auto-addressing node that has requested an address must repeat its request, used to eliminate duplicate requests from nodes.  This frame has no data octets.
· Address Confirmed: sent by the auto-addressing master to an auto-addressing node to indicate that it has been confirmed at the requested address.  This frame has no data octets.
The states to be added are:

· LISTEN_FOR_ADDRESS_REQUEST: used by the auto-addressing master after sending the Available Addresses frame, during which it waits to receive a Request Address frame from an auto-addressing node.
· WAIT_TO_REQUEST: used by auto-addressing nodes when it receives an Available Addresses frame, to reduce the likelihood of simultaneous requests from different nodes.

· WAIT_TO_CONFIRM: used by auto-addressing nodes after sending the Request Address frame, where it waits for either an Address Confirmed or a Repeat Address Request frame from the auto-addressing master.
An auto-addressing node must have the capability of generating a random number.  In prototype testing, a pseudo-random number generation algorithm appears to work successfully.

There is a change to the Receive Frame State Machine required for the auto-addressing master node.  The master node must maintain a list of the addresses that it will make available for auto-addressing nodes to use.  This may be all of the addresses up to the Max_Master, or it may be some subset of these addresses, at the discretion or configuration of the master node.  Therefore, it must track when a frame is received and remove that address from the list of available addresses, even if the frame was not addressed to it.
When the auto-addressing master node goes through the DONE_WITH_TOKEN transition and is ready to relinquish the token, it ordinarily will either pass the token to the Next Station (NS) and enter the PASS_TOKEN state, or will send a Poll For Master frame to the Poll Station (PS) and enter the POLL_FOR_MASTER state.  Inserted into this is the sending of the Available Addresses frame, and the transition to the LISTEN_FOR_ADDRESS_REQUEST state.  The auto-addressing master then waits for a Request Address frame from an auto-addressing node.  The detection of framing errors is particularly important here, as two auto-addressing nodes that issue Request Address frames at nearly the same time will cause a framing error on the trunk.  In this event, the auto-addressing master node can issue a Repeat Address Request frame, as many times as is necessary to separate multiple address requestors.  If there is only a single requestor, this is not a problem as it is just like a series of token passes or other transactions from the perspective of other nodes, and eventually results in the requesting node being confirmed at its requested address.  If there are multiple nodes, the random delay in the WAIT_FOR_CONFIRM state will help separate the nodes.  The number of times that an auto-addressing master requires a repeated request from the auto-addressing node is a local matter, which would generally be configurable depending on the conditions of the individual trunk.

When an auto-addressing node is first initialized, it does not transition directly into the IDLE state.  Instead it waits for the auto-addressing master to broadcast an Addresses Available frame.  When this occurs, the auto-addressing node uses its random number generation to select a random choice from the list of available addresses in the data portion of the frame.  It then uses the random number generation again to determine a time at which to send the Request Address frame, and enters the WAIT_TO_REQUEST state, where it waits for this timer to expire.  If at any time before this timer expires, another frame is seen on the wire (meaning at least one other auto-addressing node has already requested an address), the auto-addressing node shall return to the INITIALIZE state and wait for the next Available Addresses to be broadcast.
If the timer expires and the auto-addressing node sends the Request Address frame, it then enters the WAIT_FOR_CONFIRM state.  Here it waits for the auto-addressing master to send it the Address Confirmed frame, at which point it may operate with its selected address as an actual MS/TP address.  It may also receive a Repeat Address Request frame, upon which it must reset the timer and enter the WAIT_TO_REQUEST state, waiting to resend its request for its selected address.

In tests so far, this has produced successful addressing of auto-addressing nodes in the presence of statically addressed nodes as well, with various numbers of available addresses and delays.

Issues with the proposal language as currently written (expressed in red text):

· Missing language explaining the overall concept.

· Missing contextual markers for where variables and parameters should be inserted.
· The implementation contains changes to the Master Node State in the Receive Frame State Machine.  How should this be expressed, since the RFSM is used by slave nodes as well?

Changes to ASHRAE Standard 135: (reference: 135-2004)
[Change 9.3, p. 76]
The Frame Type is used to distinguish between different types of MAC frames.  Defined types are:

00
Token


01
Poll For Master


02
Reply To Poll For Master


03
Test_Request


04
Test_Response


05
BACnet Data Expecting Reply


06
BACnet Data Not Expecting Reply


07
Reply Postponed


08
Available Addresses


09
Request Address


10
Repeat Address Request


11
Address Confirmed

Frame Types 812 through 127 are reserved by ASHRAE. …
[Insert new clauses 9.3.9 through 9.3.12, p. 77, and renumber subsequent clauses]
9.3.9 Frame Type 08: Available Addresses
This frame is used by an auto-addressing master node to broadcast the list of MAC addresses that are available for use by auto-addressing nodes.  The length of the data portion of an Available Addresses frame may be from 1 to 126.  The use of this frame in automatic addressing is described in detail in 9.X.
9.3.10 Frame Type 09: Request Address
This frame type is used by an auto-addressing node when it receives an Available Addresses frame to request that it be assigned one of the available addresses.  The use of this frame in automatic addressing is described in detail in 9.X.  There are no data octets in Request Address frames.

9.3.11 Frame Type 10: Repeat Address Request
This frame type is used by an auto-addressing master node when it has received a Request Address frame from one or more auto-addressing nodes, to request that the node or nodes repeat the request for an address.  The use of this frame in automatic addressing is described in detail in 9.X.  There are no data octets in Request Address frames.

9.3.12 Frame Type 11: Address Confirmed
This frame type is used by an auto-addressing master node to confirm that an auto-addressing node may participate in the token network at a particular MAC address.  The use of this frame in automatic addressing is described in detail in 9.X.  There are no data octets in Address Confirmed frames.
[Insert in 9.5.2, p. 79]

Need contextual place markers here
MS
“Master Station”, the MAC address of the auto-addressing master node.  This variable is only important for auto-addressing nodes.

…

Need contextual place markers here
RequestDelay
The delay after receiving an AddressesAvailable or RepeatAddressRequest frame before an auto-addressing node requests an address.

Need contextual place markers here
[Insert in 9.5.3, p. 80]

Need contextual place markers here
Tmaxreqdelay
The maximum value to be used by an auto-addressing node in setting RequestDelay after receiving an AddressesAvailable or RepeatAddressRequest frame.

Need contextual place markers here
[Change 9.5.4.4, p. 83]
BadCRC

If the value of HeaderCRC is not X’55’,


then set ReceivedInvalidFrame to TRUE to indicate that an error has occurred during the reception of a frame, and enter the IDLE state to wait for the start of the next frame.

AddressTakenNoData


If this node is the auto-addressing master node and FrameType is not equal to RequestAddress, and the value of HeaderCRC is X '55' and the value of DestinationAddress is equal to either TS (this station) or 255 (broadcast) and DataLength is zero,


then call AddressTaken(SourceAddress) to remove this address from the list of available addresses, set ReceivedValidFrame to TRUE to indicate that a frame with no data has been received, and enter the IDLE state to wait for the start of the next frame.

AddressTakenWithData


If this node is the auto-addressing master node and FrameType is not equal to RequestAddress, and the value of HeaderCRC is X'55' and the value of DestinationAddress is equal to either TS (this station) or 255 (broadcast) and DataLength is not zero and DataLength is less than or equal to InputBufferSize,


then call AddressTaken(SourceAddress) to remove this address from the list of available addresses, set Index to zero; set DataCRC to X'FFFF'; and enter the DATA state to receive the data portion of the frame.

ReinitializeAutoAddressingNoData

If this node is an auto-addressing node and SourceAddress is equal to TS, and the value of HeaderCRC is X '55' and the value of DestinationAddress is equal to either TS (this station) or 255 (broadcast) and DataLength is zero,


then set TS to 255 to indicate that another node is already using this address, <set the master node state to INITIALIZE,> set ReceivedValidFrame to TRUE to indicate that a frame with no data has been received, and enter the IDLE state to wait for the start of the next frame.

ReinitializeAutoAddressingWithData


If this node is the auto-addressing master node and SourceAddress is equal to TS, and the value of HeaderCRC is X'55' and the value of DestinationAddress is equal to either TS (this station) or 255 (broadcast) and DataLength is not zero and DataLength is less than or equal to InputBufferSize,


then set TS to 255 to indicate that another node is already using this address,  <set the master node state to INITIALIZE,> set Index to zero; set DataCRC to X'FFFF'; and enter the DATA state to receive the data portion of the frame.

NotForUs


If the value of the HeaderCRC is X '55' and the value of DestinationAddress is not equal to either TS (this station) or 255 (broadcast),


then enter the IDLE state to wait for the start of the next frame.

FrameTooLong


If the value of the HeaderCRC is X '55' and the value of DestinationAddress is equal to either TS (this station) or 255 (broadcast) and DataLength is greater than InputBufferSize,


then set ReceivedInvalidFrame to TRUE to indicate that a frame with an illegal or unacceptable data length has been received, and enter the IDLE state to wait for the start of the next frame.

NoData


If this is not the auto-addressing master node or an auto-addressing node, the value of HeaderCRC is X '55' and the value of DestinationAddress is equal to either TS (this station) or 255 (broadcast) and DataLength is zero,


then set ReceivedValidFrame to TRUE to indicate that a frame with no data has been received, and enter the IDLE state to wait for the start of the next frame.

Data


If this is not the auto-addressing master node or an auto-addressing node,  the value of HeaderCRC is X'55' and the value of DestinationAddress is equal to either TS (this station) or 255 (broadcast) and DataLength is not zero and DataLength is less than or equal to InputBufferSize,


then set Index to zero; set DataCRC to X'FFFF'; and enter the DATA state to receive the data portion of the frame.

[Change 9.5.5, p. 85]

9.5.5 MS/TP Procedures
9.5.5.1 The SendFrame Procedure
The transmission of an MS/TP frame proceeds as follows:

…

9.5.5.2 The InitializeAddressList Procedure

This procedure is used only by the auto-addressing master node on a trunk .  If a device is not an auto-addressing master node, it is not required to implement this procedure.

The size of the list of available addresses that an auto-addressing master node will use is a local matter.  When the InitializeAddressList procedure is called, the auto-addressing master node shall create (or reset) an array containing a list of the MAC addresses that it will allow auto-addressing nodes to use.  This array shall be maintained throughout the life of the node.  Each available address shall appear exactly one time in the array.  The array shall not contain any empty elements.

9.5.5.3 The ScaledRand Procedure
This procedure is used only by auto-addressing nodes.  If a device does not use auto-addressing, it is not required to implement this procedure.

An auto-addressing device shall have the capability of generating a random or pseudo-random number.  The need of the auto-addressing scheme is to generate a random number between 0 and a given integer.  As different random number generators will generate numbers within different ranges, the device shall implement a scaling function which accepts an input containing the maximum possible value, and returning a random (or pseudo-random) number between 0 and this maximum, exclusive.
9.5.5.4  The AddressTaken Procedure
This procedure is used only by the auto-addressing master node on a trunk .  If a device is not an auto-addressing master node, it is not required to implement this procedure.  The procedure is called whenever a message is received from a statically addressed node, or when an address is confirmed for an auto-addressing node.
The AddressTaken procedure accepts a single input argument of the MAC address that has been taken.  The auto-addressing master node shall then remove this address from the list of available addresses.
[Change 9.5.6.1, p. 87]
9.5.6.1 INITIALIZE
When a master node is powered up or reset, it shall unconditionally enter the INITIALIZE state.

AutoAddressMasterInitialize

If this node is the auto-address master for this MS/TP trunk,

Initialize the available address list with each of the addresses available for auto-addressing nodes.  Set TS to the node's station address, set NS equal to TS (indicating that the next station is unknown), set PS equal to TS, set TokenCount to Npoll (thus causing a Poll For Master to be sent when this node first receives the token), set SoleMaster to FALSE, set ReceivedValidFrame and ReceivedInvalidFrame to FALSE, and enter the IDLE state.

ReceivedAvailableAddresses

If this node is an automatically addressed node and ReceivedValidFrame is TRUE and FrameType is equal to Addresses Available,
Set TS to the node's station address, set NS equal to TS (indicating that the next station is unknown), set PS equal to TS, set TokenCount to Npoll (thus causing a Poll For Master to be sent when this node first receives the token), set SoleMaster to FALSE, set ReceivedValidFrame and ReceivedInvalidFrame to FALSE.  Set MS to SourceAddress, set TS to InputBuffer[ScaledRand(InputBufferSize)], set RequestDelay to ScaledRand(Tmaxreqdelay), and enter the WAIT_TO_REQUEST state.
WaitForAvailableAddresses

If this node is an automatically addressed node and either ReceivedValidFrame is FALSE, or ReceivedValidFrame is TRUE and FrameType is not equal to Addresses Available,

then set TS to 255 to indicate that this node does not have a valid address, set ReceivedValidFrame to FALSE and re-enter the INITIALIZE state.

DoneInitializing

Unconditionally,If this node is not the auto-address master for this trunk, and is not an auto-addressing node,
set TS to the node's station address, set NS equal to TS (indicating that the next station is unknown), set PS equal to TS, set TokenCount to Npoll (thus causing a Poll For Master to be sent when this node first receives the token), set SoleMaster to FALSE, set ReceivedValidFrame and ReceivedInvalidFrame to FALSE, and enter the IDLE state.

[Change 9.5.6.5, p. 89]

TBD
[Add 9.5.6.10, p. 92]

TBD
[Add 9.5.6.11, p. 92]

TBD

[Add 9.5.6.12, p. 92]

TBD
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